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Methodology

1,111+
C-suite and other executives were polled 
online during a Deloitte webcast titled 
“Generative AI and the fight for trust ” on 
May 21, 2024. Answer rates differed by 
question.

In some instances, immaterial amounts (e.g., +/-
0.1%) have been added to or removed from the 
“Don’t know/not applicable” answer responses to 
bring results to 100% total for each question.

https://www2.deloitte.com/us/en/events/financial-executives-dbriefs-webcasts/2024/generative-ai-and-the-fight-for-trust.html
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10.8%

15.1%

37.3%

Votes received: 2,190 C-suite and other executives

During the past 12 months, did your organization experience any deepfake incidents targeting financial and 
accounting data?

Don’t know / not applicable: 36.8%

NoYes, at least one such 
event

Yes, more than one 
such event

25.9% of executives say their 
organization have experienced 
one or more than one deepfake 

incidents
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Votes received: 2,131 C-suite and other executives

During the next 12 months, do you expect a change in the number and size of deepfake attacks targeting 
your organization’s financial and accounting data?

Don’t know / not applicable: all respondents = 28.8%

Yes, increase No change Yes, decrease

51.6%

16.7%

2.9%

Effect of past deepfake financial fraud volume on future volume expectations

53.0%

25.4%

2.7%

67.1%

17.7%

4.8%

59.6%

23.8%

7.6%

Yes, increase No change Yes, decrease

No attacks 1 attack More than 1 attack

Organizations that experienced 1 
deepfake financial fraud attack 
have the highest expectations for a 
rise in future incidents.

Don’t know / not applicable: no attacks = 18.9%; 1 attack = 10.4%; more than 1 attack = 9.0% 

All respondents
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Votes received: 1,527 C-suite and other executives
What is the primary tool your organization is using to prepare its workforce for deepfake-related fraud?

Don’t know / not applicable: all respondents = 30.8%

7.4%

9.9%

10.8%

19.0%

22.1%
Communications to educate and 

articulate new threats

Training (including role play scenarios)

New policies or procedures on how to 
handle suspected deepfakes

No actions taken regarding deepfake 
threats

New technologies to detect deepfakes

All respondents Effect of past deepfake financial fraud volume on how organizations prepare their 
workforces for deepfake financial fraud

27.3%

21.6%

10.4%

6.8%

16.0%

30.0%

24.2%

15.0%

8.8%

6.2%

19.7% 19.7%

25.2%

15.0%

11.6%

Communications to
educate and articulate

new threats

Training (including
role play scenarios)

New policies or
procedures on how to

handle suspected
deepfakes

New technologies to
detect deepfakes

No actions taken
regarding deepfake

threats

No attacks 1 attack More than 1 attack

Organizations that have experienced 0-1 
deepfake financial fraud attacks are most likely 
to use communications as their primary tool to 
educate the workforce about new threats. 

However, organizations that have experienced 
more than 1 attack are most likely to establish 
new policies or procedures as their primary tool 
to prepare the workforce for related attacks.

Don’t know / not applicable: no attacks = 17.9%; 1 attack = 15.8%; more than 1 attack = 8.8% 
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3.9%

67.8%

13.1%

Votes received: 2,186 C-suite and other executives
Do you trust the use of Generative AI, as it exists today, for business purposes?

Don’t know / not applicable: all respondents = 15.2%

Sometimes trust 
(e.g., its use is case 

dependent) 

Never trustAlways trust

All respondents Effect of deepfake financial fraud volume on trust levels in GenAI

2.4%

72.7%

16.0%
9.4%

73.0%

11.6%8.3%

71.5%

16.2%

Always trust Sometimes trust Never trust
No attacks 1 attack More than 1 attack

Don’t know / not applicable: no attacks = 8.9%; 1 attack = 6.0%; more than 1 attack = 4.0% 

Effect of deepfake financial fraud workforce preparation on trust levels in GenAI 

4.5%

77.3%

12.3%
3.4%

68.9%

14.2%

Always trust Sometimes trust Never trust
Preparing Not preparing

Organizations that prepare their 
workforces for deepfake-related 
financial fraud report higher trust 
levels in GenAI than organizations that 
are not preparing their employees.

Don’t know / not applicable: action = 5.9%; no action = 13.5% 

Organizations that have 
experienced one or more deepfake 
financial fraud attacks report 
slightly higher trust levels in GenAI 
compared to organizations that 
have not experienced such attacks.
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Votes received: 1,111 C-suite and other executives

Do you have confidence in your organization’s ability to manage deepfake threats to its financial and 
accounting data?

Don’t know / not applicable: all respondents = 33.4%

46.5%

20.1%

Yes, confident No, not confident

All respondents

Effect of past deepfake financial fraud volume on confidence levels in an 
organization’s ability to manage related attacks

Effect of deepfake financial fraud workforce preparation on confidence levels in an 
organization’s ability to manage related attacks

47.7%

26.4%

54.5%

21.2%

54.9%

27.4%

Yes, confident No, not confident

No attacks 1 attack More than 1 attack

Confidence in an organization’s ability to manage related attacks is the 
highest among leaders from organizations who have experienced 1 or 
more deepfake financial fraud attacks.

Don’t know / not applicable: no attacks = 25.9%; 1 attack = 24.3%; more than 1 attack = 17.7% 

60.1%

19.9%
24.3%

50.5%

Yes, confident No, not confident

Preparing Not preparing

Don’t know / not applicable: action = 20.0%; no action = 25.2%

Preparing the workforce – or not – to manage 
deepfake financial fraud has a 2.5x effect on trust 
levels regarding the ability of an organization to 
manage related attacks. Organizations that prepare 
their workforces for deepfake-related fraud report 
the highest trust levels in their organization’s ability 
to manage such attacks, higher than any other 
variable measured in this poll.
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Votes received: 1,971 C-suite and other executives

In the next 12 months, which do you think could be the biggest organizational risk stemming from AI-based 
technologies?

Don’t know / not applicable: all respondents = 20.2%

Reputational damage

Financial loss

Compromised proprietary data (including 
trade secrets)

Loss of trust among business stakeholders 
(including employees, investors, vendors)

14.6%

17.6%

22.2%

25.4%

All respondents

Effect of past deepfake financial fraud volume on organizational risk perceptions 
related to AI

14.6%

20.6%

26.7% 25.4%
22.6% 22.0%

26.0%
21.6%

11.7%

31.1% 32.7%

19.9%

Reputational damage Financial loss Loss of trust among business
stakeholders (including

employees, investors, vendors)

Compromised proprietary data
(including trade secrets)

No attacks 1 attack More than 1 attack
Don’t know / not applicable: no attacks = 17.7%; 1 attack = 7.8%; more than 1 attack = 4.6% 

Effect of deepfake financial fraud workforce preparation on organizational risk 
perceptions related to AI

16.5%
22.2%

29.3%
26.1%

11.9%

21.7%

34.3%

23.8%

Reputational damage Financial loss Loss of trust among business
stakeholders (including

employees, investors, vendors)

Compromised proprietary data
(including trade secrets)

Preparing Not preparing
Don’t know / not applicable: action = 5.9%; no action = 8.3%

Leaders predict that the loss of trust among business stakeholders – 
including employees, investors, and vendors – will be the biggest 
organizational risk they face as a result of AI technologies in the next 12 
months, regardless of variables measured in this poll (e.g., past attack 
volumes and actions to prepare the workforce for deepfake-related fraud).
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