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O B J E C T I V E
Gather C-level executive insights about governance 
related to the ethical use of AI, exploring leaders' 
decision-making priorities, ethical guidelines, and the 
ethical implications of applying systematic 
governance in this arena.

M E T H O D O L O G Y
Deloitte’s study, “Leadership, governance and 
workforce decision-making about ethical AI,” was 
conducted as an online pulse survey of 100 
corporate executives by an independent research 
company between June 20 and 26 2024. 
Respondents represented C-level, president, board 
member, and partner/owner roles at companies in 
the U.S. Company size ranged from under US $100 
million to over US $10 billion in annual revenue.

ABOUT DELOITTE'S TECHNOLOGY 
TRUST ETHICS
Deloitte’s Technology Trust Ethics (TTE) practice is 
part of the U.S. Purpose and DEI Office. This and 
other technology trust ethics initiatives are part of 
Deloitte’s purpose-driven mission of making an 
impact that matters by creating trust and confidence 
in a more equitable society. To learn more about 
Deloitte’s purpose and commitments, visit 
www.deloitte.com/us/purpose.

About the Survey

https://www2.deloitte.com/us/en/pages/about-deloitte/articles/technology-trust-ethics.html
http://www.deloitte.com/us/purpose
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Key Survey Findings

Executives surveyed are 
confident their workforce is 
equipped to make ethical AI 
decisions (77%) – but 
decisions about AI use sits 
more often with leadership, 
especially at smaller 
organizations.

Training leads the way for 
respondents’ governance 
structures related to ethical AI 
– ahead of risk-management 
frameworks or compliance 
standards.

When it comes to AI 
development and 
deployment, balancing 
innovation and regulation 
emerged as a top priority.

Organizations report primarily 
looking to employee upskilling 
to fill new AI-related roles, 
followed by recruiting 
experienced hires.

Less than one-quarter (24%) of 
respondents said professionals 
are enabled to make decisions 
independently about how AI is 
used in the organization. This 
rises to 52% at companies 
earning $1 billion or more in 
annual revenues, whereas 
companies earning less than $1 
billion primarily defer to top-
down leadership directives.

Over three-quarters (76%) of 
respondents indicate their 
organization conducts ethical 
AI trainings for the workforce, 
and 63% say that they conduct 
ethical AI trainings for their 
organization’s board of 
directors.

Balancing innovation with 
regulation emerged as the top 
priority (62%) among 
respondents regarding ethical 
issues in AI development and 
use, followed by ensuring 
transparency in data collection 
and use (59%) and addressing 
user and data privacy concerns 
(56%).

Over half of respondents 
indicate that their organization 
had hired or is planning to hire 
AI researcher (59%) and policy 
analyst (53%) roles related to 
ethical decision-making for AI, 
and they’re sourcing through 
internal training (63%) over 
experienced hire and academic 
pipelines.
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Who is enabled to make 
decisions about how AI is 
used* within your 
organization?

34%

24%

17%

12%

7%

6%

0%

Only director-level or above can make such decisions
(i.e., top-down directives)

Professionals can make these decisions independently

A business or department leader can approve these
decisions

Professionals require managerial approval to make
these decisions

Professionals who have completed mandatory
trainings / certifications can make these decisions

We have an AI review board to approve decisions

Don't know / Not sure

While more than three-quarters (77%) of C-level executive respondents are confident their 
organization’s workforce is sufficiently equipped to make ethical decisions regarding the use of AI, just 
under one-quarter (24%) say professionals can make AI decisions independently at their organizations.

“I am confident my 
organization’s workforce is 

sufficiently equipped to make 
ethical decisions regarding the 

use of AI”

Strongly agree/agree
77%

*‘How AI is used’ refers to any interactions with AI being performed in your organization, including formal and informal use of AI-powered tools (e.g., chatbots) 
ranging to developing AI tools themselves. 
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Who is enabled to make 
decisions about how AI is 
used* within your 
organization? 

3%

0%

19%

17%

50%

10%

52%

17%

2%

17%

12%

0%

Professionals can make these decisions
independently

Professionals who have completed
mandatory trainings / certifications can

make these decisions

Professionals require managerial
approval to make these decisions

A business or department leader can
approve these decisions

Only director-level or above can make
such decisions (i.e., top-down directives)

We have an AI review board to approve
decisions Under $1 billion revenue

$1 billion or above revenue

Organizations with an annual revenue of $1 billion or more are significantly more likely to allow 
their professionals to make decisions independently about how AI is used compared to 
organizations with an annual revenue under $1 billion, according to survey responses.

Professionals can 
make decisions  ($1 

billion and above 
revenue)

=

 79%

Approval required 
or leadership 

decision (Under $1 
billion revenue)

=

86%

*‘How AI is used’ refers to any interactions with AI being performed in your organization, including formal and informal use of AI-powered tools (e.g., chatbots) 
ranging to developing AI tools themselves. 
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Does your organization 
currently have any of the 
following governance 
structures? 

76%

63%

46%

44%

35%

30%

28%

24%

Ethical AI trainings for the workforce

Ethical AI trainings for the organization’s 
board of directors

Ethical AI review committee

Ethical AI risk management framework

Ethical AI is part of the employee onboarding
process

AI fluency assessments for the workforce

AI fluency assessments for the organization’s 
board of directors

Ethical AI compliance standards

Over three-quarters (76%) of survey respondents indicate their organization conducts ethical AI 
trainings for their workforce, and 63% say they conduct ethical AI trainings for their organization’s 
board of directors.
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At which stage(s) of AI 
development does your 
organization conduct ethical 
considerations, 
assessments, or processes?

More than three-quarters of respondents said their organization conducts ethical considerations, 
assessments, or processes during deployment phases, while fewer conduct them in earlier 
phases, such as building phases (69%) and pre-development phases (49%).

Nearly all (98%) surveyed 
organizations conduct an 
ethical assessment during 

one or more phases of 
development.

49%

69%

76%

53%

2%

0%

Pre-development phases (e.g., decision to
pursue/buy, concept, ideation)

Building phases (e.g., design, development)

Deployment phases (e.g., testing, production,
launch)

Utilization phases (e.g., post-launch)

We do not currently conduct formal ethical
considerations or assessments for AI

development

My organization does not develop AI
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What ethical issues does 
your organization prioritize 
in AI development and 
deployment? 

62%

59%

56%

55%

52%

47%

Balancing innovation with regulation

Ensuring transparency in how data is collected
and used

Addressing user and data privacy concerns

Ensuring transparency in how enterprise
systems operate

Mitigating bias in algorithms, models, and
data

Ensuring systems operate reliably and as
intended

Balancing innovation with regulation emerged as the top priority (62%) among survey 
respondents regarding ethical issues in AI development and use, followed by ensuring 
transparency in data collection and use (59%) and addressing user and data privacy concerns 
(56%).
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My organization’s existing ethical 
frameworks and governance 
structures encourage and 
support technological innovation 
in my organization.

Survey respondents from organizations with annual revenues of $1 billion or higher were more than 
two times more likely than organizations with revenues under $1 billion to strongly agree their ethical 
frameworks and governance structures encourage technological innovation.

Overall*, 89% of all 
respondents strongly agree 

or agree with the above 
statement.

*Derived from combined responses of 
organizations under and above $1 billion 
annual revenues. 

16%

71%

12%

2%

0%

40%

52%

7%

0%

0%

Strongly agree

Agree

Neither agree nor disagree

Disagree

Strongly disagree Under $1 billion revenue

$1 billion or above revenue
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I have confidence that my 
organization's existing ethical 
frameworks and governance 
structures will prepare the 
organization for future 
regulations around AI.

C-level executives surveyed from companies with revenues $1 billion and higher are three times 
more likely than organizations with revenues under $1 billion to strongly agree their organization’s 
ethical frameworks and governance structures will prepare them for future AI regulations.

Overall*, 82% of all 
respondents strongly agree 

or agree with the above 
statement.

*Derived from combined responses of 
organizations under and above $1 billion 
annual revenues. 

19%

60%

21%

0%

0%

57%

29%

14%

0%

0%

Strongly agree

Agree

Neither agree nor disagree

Disagree

Strongly disagree Under $1 billion revenue
$1 billion or above revenue
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Which of the following 
specialist roles related to 
ethical decision-making for 
AI has your organization 
hired or is planning to hire? 

59%

53%

50%

47%

40%

34%

27%

AI Researcher

Policy Analyst

AI Compliance Manager

Data Scientist

AI Governance Specialist

Data Ethicist

AI Ethicist

AI Researchers (59%) and Policy Analysts (53%) are the two most sought-after roles related to 
ethical decision-making for AI, according to responses.
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How does your organization 
plan to find, attract, and 
train these professionals?* 

68%

62%

53%

51%

39%

38%

Internal training/upskilling programs

External recruitment – traditional pipelines 
(e.g., experienced hires)

External recruitment – non-traditional 
pipelines (e.g., skills-based hires, individuals 

without 4-year degrees)

Certification programs

Collaborations with academic institutions

External recruitment – academic pipelines 
(e.g., campus hires)

Organizations surveyed are primarily turning to internal training/upskilling programs (68%) to 
find, attract, and train the professionals for new roles – like AI researchers and policy analysts – 
ahead of external recruitment and academic pipelines.

*Respondents were asked this question after the question: Which of the following specialist roles related to ethical decision-making for AI has your organization hired 
or is planning to hire? 

Internal

External, 
experienced

Academic
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Do you believe AI will have 
a positive impact for any of 
the following imperatives 
for your organization’s 
workforce? 

Percentage of respondents 
who agree or strongly agree 
with each statement.

82%        

77%        

77%        

73%        

72%        

72%        

67%        

AI will help improve retention in my organization

AI will improve workforce wellbeing in my organization

AI will help increase accessibility to professional education (e.g., in-
network trainings)

AI will help foster employee trust in my organization

AI will help my organization’s people, processes, and technologies 
align with its stated mission and purpose

AI will help foster stakeholder trust in my organization

AI will help attract talent to my organization

C-level executives surveyed are most likely to believe AI will help improve retention (82%), 
followed by worker well-being (77%), and accessibility to professional education (77%).
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Do you believe AI will have 
a positive impact for any of 
the following imperatives 
for your organization’s 
operations?

Percentage of respondents 
who agree or strongly agree 
with each statement.

77%        

75%        

73%        

73%        

73%        

70%        

68%        

AI will contribute to my organization's supply chain responsibility goals
(e.g., ethical sourcing)

AI will positively impact my organization's brand reputation

AI will positively impact my organization's revenue growth

AI will help achieve my organization's focus within areas of diversity,
equity, and inclusion (e.g., recruitment, learning and development,

fostering an inclusive workplace)

AI will help improve my organization's engagement with external
communities (e.g., volunteerism, corporate social responsibility goals)

AI will help automate repetitive or mundane tasks to create more
meaningful work for professionals

AI will help achieve my organization's sustainability goals (e.g., net
zero, clean energy initiatives, green business practices)

Survey respondents cite supply chain responsibility (77%) , brand reputation (75%), and revenue 
growth (73%) as the top three operational areas that AI could positively impact in their organization.



Appendix



Copyright © 2024 Deloitte Development LLC. All rights reserved. 16Source: Leadership, governance, and workforce decision-making about ethical AI, August 2024

Which of the following best 
describes your title?

26%

6%

16%

6%

13%

18%

10%

4%

1%

0%

0%

0%

0%

Owner / Partner

Board member

CEO (Chief Executive Officer)

President

CFO (Chief Financial Officer)

CIO / CTO (Chief Information/Technology Officer)

CMO (Chief Marketing Officer)

COO (Chief Operating Officer)

CHRO (Chief Human Resources Officer)

CAIO (Chief AI Officer)

EO (Chief Ethics Officer)

CDEIO (Chief DEI Officer)

Other C-level

Survey respondents by title/role
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What was your 
organization’s annual 
revenue last year in USD?

1%

20%

37%

23%

15%

4%

Under USD $100 million

USD $100 million to under USD
$500 million

USD $500 million to under USD
$1 billion

USD $1 billion to under USD $5
billion

USD $5 billion to under USD $10
billion

Over USD $10 billion

Organizations with $1 
billion and above in 
annual revenue make 
up 42% of the total 
sample

Organizations below $1 
billion in annual revenue 
make up 58% of the total 
sample

Respondents by annual USD revenue
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