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Here's a summary of 
the document
This Point of View (PoV) marks the first in a series of 
the current and potential future adoption of Gen AI’s 
across manufacturing, while also detailing the evolution 
of its capabilities. While it may be particularly suited 
for audiences with some technical background, it 
also illuminates the “art of the possible” for a broader 
audience, spotlighting how these evolving capabilities can 
optimize production processes. Look out for upcoming 
installments that will explore the strategic and business 
value of Gen AI, turning today’s insights into tomorrow’s 
competitive advantage.

Here are some key takeaways from this POV

• Nearly 65% of manufacturing firms plan to invest in Gen AI over the next three years, 
targeting areas like production, supply chain management, and customer interactions.

• Early adopters are focusing on high-impact use cases such as design optimization and 
quality assurance, but face challenges with low data quality and the high cost of fine-tuning 
Large Language Models (LLMs).

• The Short-term adoption might involve increased usage of fine-tuned Smaller Language 
Models (SLMs), which offer 2x better contextual understanding than LLMs, and can be used 
for tasks like generating 3D designs from text, optimizing operational instructions, and 
managing pricing strategies.

• The Long-term adoption might involve usage of Compound Agent Systems, impacting 
multiple activities across a typical manufacturing value chain.

• To harness the full potential of Gen AI, it is crucial to establish a strong data foundation and 
align people and processes with the technology.
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1. Introduction
1.1 Background on Gen AI in wider   

industry    
Global spending on Gen AI-enabled 
solutions is anticipated to nearly reach $200 
billion, with a compound annual growth rate 
(CAGR) of 29% over the next four years. The 
financial services sector is expected to lead 
this growth, driving 20% of the total global 
investments in Gen AI[1]. 

1.2 Gen AI in Manufacturing 
The manufacturing sector is increasingly 
investing in a diverse array of industrial 
metaverse technologies to achieve their 
Smart Factory objectives. This strategic 
move aims to enhance competitive 
advantage by optimizing asset efficiency 
and generating additional revenue streams 
through cross-selling, among other benefits. 
On average, approximately 65% of firms plan 
to implement these technologies within the 
next 1 to 3 years, spanning areas such as 
production, supply chain management, and 
customer interactions[2]. 

However, the current level of Gen AI 
expertise and readiness for scaling in 
the manufacturing sector appears to be 
lower compared to industries like financial 
services[3]. As a result, the manufacturing 
sector is likely to adopt Gen AI capabilities 
cautiously. In the short term, investments 
will be focused on use cases that directly 
enhance production efficiency or boost 
customer loyalty, while aiming to secure a 
competitive edge in the long term.

1.3 Purpose of this Point of View (PoV)
The POV serves three primary purposes: 

01. To highlight the diverse use cases across 
various segments of the manufacturing 
value chain that are currently in the 
early adoption phase, as well as those 
expected to be adopted in the short and 
long-term horizon. 

02. To demonstrate the systemic evolution 
in the development and deployment of 
Gen AI use cases and solutions: 

A. Initially, the discussion will be on 
the early adoption phase, which 
primarily involves enhancing existing 
Large Language Models (LLMs), 
without many customizations or 
fine-tuning, for specific use cases as 
part of experimentation or proof-of-
concept initiatives. 

B. In the short term, innovations will 
likely center on the use of fine-tuned 
Smaller Language Models (SLMs), 
for faster processing in specialized 
performance scenarios[4], or LLMs, 
for large-scale applications. The key 
measure for success will be the ease 
of deployment and scaling. 

C. In the long term, the focus will shift 
towards developing compound AI 
systems, also known as agents, 
which use the ability of both SLMs 
and LLMs. The emphasis will be 
on creating multi-agent systems 
that impact multiple stages of the 
entire manufacturing value chain, 
by executing multiple use cases 
together. However, the ability to 
create and manage such systems will 
depend on various factors, some of 
which are touched upon in this POV.

03. To set the stage for a wider series of 
discussions regarding the adoption of 
Gen AI in manufacturing contexts. 

A. While this POV is anchored on the 
development of this technology’s 
usage up to and around the present 
day, subsequent articles will focus 
on the skepticism and apprehension 
that has risks delaying the embracing 
of this transformation. This will 
include an analysis of how the Gen 
AI manufacturing applications 
introduced in this article can be 
linked to topical issues present in the 
industry, and how this impacts the 
technology’s business value. 
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2. The Early Adopters
2.1 Overview
The dawn of Gen AI in manufacturing 
marks a new era of industrial revolution. 
This subset of AI, capable of creating 
new content, is poised to redefine the 
manufacturing landscape. From enhancing 
existing technologies to pioneering novel 
applications, the early adoption of Gen AI is 
laying the groundwork for a more efficient, 
innovative, and sustainable future.

At present, early adopters are 
predominantly dedicated to investigating the 
potential of LLMs in manufacturing for select 
use cases with significant impact. In many 
instances, these use cases already employ 
AI models or algorithms to attain desired 
business outcomes. However, companies 
are making limited investments in fine-
tuning LLMs due to the substantial costs 
associated with this process. To facilitate the 
contextual knowledge necessary for these 
use cases, Retrieval Augmented Generation 
(RAG) is employed. However, for more than 
42% of early adopters, low Data Quality 
continues to be a major obstacle to enabling 
Gen AI using RAG[5]. In cases where there is 
scarcity of high-quality training data sets, 
organizations are likely to incorporate third-
party datasets to augment their existing 
internal data[6].

Current examples where Gen AI is being 
used commercially include generation of 
novel product designs based on predefined 
constraints and objectives, prediction of 
equipment failures, and detection of defects 
and anomalies in products.

The early adopters are laying the initial 
groundwork for effectively harnessing this 
capability while mitigating risks. As these 
early adopters gain confidence in the 
potential of Gen AI and the industry gains 
more clarity on scaling this technology, a 
revolution in manufacturing is inevitable.

2.2 Value Chain Use Cases
Within the manufacturing value chain, the 
early adoption of Gen AI is predominantly 
observed in the operations stage, with a 
stronger emphasis on the pre-production 
stage. However, there is a growing 
momentum in the production stage as well. 
Here are a few commercial instances where 
this capability is being utilized:

Deloitte Smart Factory Uses: The Deloitte 
Smart Factory, located in Montreal, has been 
designing, developing, and implementing 
various innovations that incorporate 
machine learning and AI in a manufacturing 
environment. Initially focused on artificial 
intelligence, the factory is now expanding its 
use of Gen AI across several functions:

• Linear programming (LP) has long been 
a standard approach for scheduling 
in manufacturing plants. At the Smart 
Factory, the team enhances LP-based 
scheduling by incorporating real-time 
information to quickly respond to changes 
such as machine breakdowns, supply 
chain disruptions, or sudden shifts in 
demand. This also includes using AI and 
machine learning to develop dynamic 
scheduling systems that can adapt 
in real time. For example, if a critical 
machine breaks down, the AI can instantly 
reschedule tasks, allocate resources, and 
adjust workflows to minimize downtime. 
Additionally, the data collected can be 
utilized by a Gen AI system to conduct 
scenario analyses that help mitigate future 
scheduling risks thus supporting increased 
efficiency, reduced operational costs, and 
improved production timelines.
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• GenAI in Operation: The Smart 
Factory team uses GenAI to enhance 
operations by leveraging its ability to 
scan maintenance manuals, support root 
cause analysis techniques such as the 5 
Whys and fishbone diagram, and provide 
step-by-step guidance for operators in 
troubleshooting issues. These methods 
helped identify the key details and reasons 
behind equipment breakdowns, enabling 
the team to mitigate minor failures and 
reduce downtime. The Gen AI assistants 
enhance decision-making by reviewing 
existing work orders and maintenance 
strategies to support operational 
efficiency. These assistants can provide 
real-time insights and recommendations 
based on extensive data from various 
sources, including IoT devices, ERP, and 
MES systems.

Design Optimization: Toyota has begun 
using Gen AI to supplement its designing 
of new vehicles and components. The 
Toyota Research Institute (TRI) recently 
released a Gen AI technique to support its 
team of human designers. It allows them to 
add initial sketch designs and engineering 
constraints in a Gen AI system, resulting 
in faster optimization of vehicle designs to 
reconcile engineering considerations with 
stylistic factors[7].

The technology allows for considerations like 
drag to be factored into designs specifying 
chassis dimensions such as ride height and 
cabin dimensions. A designer can also use 
text-based prompts around vehicle style (for 
example, “sleek” or “modern”) to request 
multiple design options conforming to input 
dimensional requirements.

This use case demonstrates the early 
adoption of Gen AI as an enhancement, 
or supplement, to existing manufacturing 
processes. 

Quality Assurance: In the production 
phase of the value chain, Bosch has begun 
utilizing Gen AI to enhance its existing 
methods of visual quality assurance and 
defect detection of its products. Whereas 
previously, these functions would be 
performed by a human with their naked 
eye, the company is now leveraging Gen AI-
based image recognition.

An issue for Bosch in doing so, was the 
fact that the high-quality of their existing 
production process did not result in 
sufficient number of fault or issue scenarios 
that could be used as training images for the 
Gen AI system. As a result, they leveraged 
Gen AI to create “synthetic data”- essentially 
creating artificial images of defective 
components to then be used in Gen AI-
based optical inspection. 

At their Hildesheim plant in Germany, this 
technology allowed for the creation of over 
15,000 artificial images based on two images 
for each of the six fault types that can occur 
in the production of an electric motor 
component. The earlier detection of faults is 
expected to reduce project lengths by up to 
six months[8].
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3. Short-term Adoption
3.1 Overview
The next stage of Gen AI usage in 
manufacturing will focus on the 
development of short-term innovations 
that advance and further leverage the 
use of this technology in manufacturing 
processes. This will see mature early 
adopters of Gen AI enhance their existing 
use cases for more tailored and complex 
manufacturing processes, via increased 
usage of customized Smaller Language 
Models (SLMs)[3]. There will be significantly 
more focus and investments on fine-tuning 
the already deployed LLMs, to achieve even 
higher value from Gen AI. There is already 
evidence within aircraft manufacturing on 
more effective ways to fine-tune LLMs with 
component level contextual understanding, 
enabling it to perform 2x better, vs non-
fined tuned LLMs, when used for predictive 
maintenance related use-cases[9].

Along the manufacturing value chain, in 
the short term, this could lead to increased 
adoption in entire operations (both 
pre-production and production stages), 
marketing & sales, logistics, and after- sales 
support. 

For pre-production stages, this could mean 
generation of optimal design combinations, 
via automatic choice of the critical design 
parameters or constraints, with no human 
inputs. Whereas for production stage, 
this could mean a dynamic operational 
instruction generation as per current 
operator efficiency[10].

Short-term innovations in this capability 
also point to utility in the logistics stage of 
the value chain, from functions including 
the generation of dispatch documents, 
packaging, and routing of finished products. 
Gen AI also offers short-term opportunities 
in post-production functions including 
marketing and sales through the generation 
of targeted customer insights.

As this capability and its adoption in this 
sector matures, manufacturers will see Gen 
AI enable them to achieve incremental value 
from their smart factory initiatives.
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3.2 Value Chain Use Cases
Operations: Gen AI can be adopted by 
manufacturing companies to streamline and 
optimize various stages of the production 
process, in a more supplemental rather 
than supportive manner as with the early 
adopter’s stage. 

In the context of pre-production phase, 
there is ongoing research towards text-to-3D 
modelling capability of LLMs[11]. By simply 
describing a product concept via single or 
chain of prompts, Gen AI models will be able 
to generate accurate 3D models, significantly 
reducing the time and cost associated with 
traditional design methods. This allows 
designers to quickly iterate on designs and 
explore different options based on different 
variations of textual prompts. 

In the production phase, Gen AI can be 
used to optimize manufacturing schedules. 
Customized SLMs can generate optimal 
daily or weekly schedules that minimize 
downtime, reduce costs, and ensure timely 
delivery of products by incorporating fine-
tuning based on a manufacturing plant's 
historical data, manufacturing processes, 
bill-of-materials, assembly line capacity, and 
demand forecasts. Additionally, SLMs can 
generate detailed operational instructions 
for manufacturing workers, improving 
efficiency and reducing errors. These 
instructions can be tailored to individual 
workers' skill levels and experience, ensuring 
that they have the information they need to 
perform their tasks effectively .[10]

Marketing and Sales: By analyzing vast 
datasets of historical sales data, market 
trends, competitor pricing, and customer 
behavior, SLMs or LLMs can provide valuable 
insights to inform pricing strategies. It can 
also help study the impacts of upstream 
raw materials costs, in order  to recommend 
strategic pricing considerations for 
contracts. By continuously analyzing market 
conditions, Gen AI models can identify 
optimal pricing points to maximize revenue 
and profitability.

This capability can also be used to create 
highly effective marketing campaigns. By 
analyzing customer data, preferences, 
and behaviors, Gen AI can generate 
recommendations on marketing strategies 
for companies, incorporating detailed 
product specifications[10].

After-Sales Support: At the final stages 
of the manufacturing process, Gen AI 
has the potential to replace existing 
human-reliant functions including training 
and demonstrations for team members, 
document generation, communicating with 
clients and ensuring completion before 
transit. As language models mature, this 
capability can be increasingly relied on by 
companies to support and outright handle 
interactions with customers including the 
receipt of products. This can also entail 
support with the customer’s installation of 
products .[10]
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4. Long-term Adoption
The long-term adoption of Gen AI within the manufacturing industry will be influenced by 
the tangible value derived from early adoption, the standardization of Machine Learning 
Operations (MLOps), and the expansion of LLMs' capabilities. These factors will shape 
the industry's approach to Gen AI and pave the way for its successful integration into 
manufacturing processes.

4.1 Factors Influencing the Long-term Adoption 
Looking ahead to 2026 and beyond, the rate of adoption of Gen AI within the manufacturing 
industry, as well as the implementation of various use cases at different maturity levels, will 
be influenced by several key factors. [12][13][14]

01

Evaluation of Early and 
Short-term Adoption's 
Tangible Value

According to a recent report by Deloitte [3], 
companies across various sectors are 
increasingly focused on the value that Gen 
AI can bring and how it can align with their 
broader corporate strategies. It is highly 
likely that in 2026, companies will assess 
the actual value derived from different 
Gen AI technologies and processes, using 
this evaluation to create a roadmap for 
further investments.

02

Standardization of 
MLOps for Managing 
Custom AI Systems

Managing Machine Learning Operations 
(MLOps) is already a complex task due 
to the diverse ways in which a single 
end-to-end Gen AI use case can be 
designed and optimized [12]. Manufacturing 
companies will likely base their future 
investments on the maturity of their 
internal MLOps teams, which will be 
responsible for managing and scaling the 
already implemented Gen AI use cases. 
To assess this maturity level, standardized 
and measurable processes must be 
established. Early indications suggest that 
custom AI systems are likely to provide 
higher accuracy and value compared to 
single large language models [12]. Therefore, 
effective management of AI systems is 
crucial to justify continued high 
investments and support initiatives related 
to the industrial metaverse, a strategic 
initiative that can eventually help 
manufacturers integrate virtual 3D 
environments into their operations , 
through the added value of Gen AI [2].

03

Expansion of LLMs 
from Semantic Search 
to Reasoning

Significant research efforts are underway 
to assess and enhance the reasoning 
capabilities of LLMs. For example, popular 
platforms like arXiv see an average of 
30+ publications daily on this topic [13]. 
This research focus has the potential to 
shift the use case horizon of LLMs beyond 
semantic search-based outcomes, 
allowing them to provide outputs for 
complex strategic problems without 
extensive training datasets [14].
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4.2 Compound Agent Systems 
A Possible Long-term Adoption Use-case 
Based on our findings from the Short-
term Adoption (Section 3) and the trends 
influencing long-term adoption (Section 4.1), 
it is highly likely that in the long term there 
will be a collaborative relationship between 
SLMs and LLMs, leveraging the unique 
strengths of each to form a Compound 
Agent System. In this system, a single SLM 
will be capable of efficiently handling various 
activities and sub-activities within a specific 
business vertical or department, thanks to 
extensive training with domain or activity-
specific datasets. Each of these individual 
SLMs can be labelled as an "Agent".

On the other hand, an LLM, with its 
advanced reasoning capabilities, will be 
equipped to make tactical execution 
decisions across the value chain. Acting as a 
central "Brain", the LLM will determine which 
"Agent(s)" to invoke and additionally monitor 
and evaluate their output quality. Below 
scenario exemplifies the functioning of a 
Compound Agent system, wherein a group 
of "Agents" collaboratively execute multiple 
digital or analytical activities across a typical 
manufacturing value chain.

4.2 Sample Use Case – A Compound Agent system impacting across the Manufacturing Value Chain (~ 10 use cases executed by  
one Compound Agent System)  
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5. Conclusion
This PoV has explored how GenAI is enabling to improvements in the manufacturing 
industry with real-world examples, including how companies are already using GenAI 
to enhance product design, improve quality control, and boost production efficiency. 
In the near future, the focus will likely shift to refining AI models for more specialized 
tasks, while the long-term vision involves creating integrated AI systems that can 
influence multiple stages of the manufacturing process.

To truly tap into these opportunities, it's crucial to build a strong foundation centered 
on data, cloud technologies, and advanced analytics, all while ensuring that people, 
processes, and technology are aligned.

Starting with the Foundations
• Data Infrastructure: The first step is to 

establish a robust data infrastructure. This 
involves conducting a thorough audit of 
all available data sources—like sensors on 
equipment, machine logs, and enterprise 
systems—and making sure this data is 
accurate and accessible. Implementing 
good data governance practices will help 
maintain data quality and address privacy 
and security concerns. For example, 
if you're aiming to predict equipment 
failures before they happen, you'll need 
reliable historical data on how your 
machines perform over time.

• Cloud Computing: Adopting cloud 
platforms can provide the scalability and 
computing power needed to run complex 
AI models without hefty investments in 
physical hardware. Cloud services from 
providers such as AWS, Azure, or Google 
Cloud offer specialized tools for AI and 
machine learning, making it easier to 
process large datasets and deploy AI 
solutions efficiently.

• Advanced Analytics and AI Tools: 
Utilizing advanced analytics and AI 
frameworks is key to turning raw data into 
actionable insights. Investing in machine 
learning algorithms, neural networks, and 
natural language processing models can 
help tailor AI applications to meet specific 
manufacturing needs. 
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Aligning People, Processes, and 
Technology

The potential of GenAI to transform the 
manufacturing industry is immense; 
however, addressing safety concerns is 
crucial. The integration of AI technologies 
into manufacturing processes introduces 
new risks that must be managed to 
ensure safe and reliable operations. 
Creating a culture that prioritizes safety is 
fundamental to the successful adoption of 
AI in manufacturing. This involves training 
employees in the safe use of AI systems, 
encouraging them to report safety concerns, 
and promoting a proactive approach to 
identifying and mitigating risks. Leadership 
should emphasize the importance of safety 
in all AI initiatives and ensure that it is a core 
value throughout the organization.

• People: The success of any AI initiative 
heavily depends on the people involved. 
Upskilling your current workforce and 
bringing in new talent with expertise in 
AI and data science are important steps. 
Offering training programs and fostering 
a culture that encourages continuous 
learning can empower your team to 
effectively use AI tools and contribute 
to ongoing innovation. This includes 
empowering team members to feel 
confident in asking the right questions to 
understand the organization's priorities 
when it comes to Gen AI.

• Process: Integrating GenAI into your 
operations might require rethinking 
existing workflows. It's important to 
identify where AI can add the most value—
be it in optimizing designs, predicting 
maintenance needs, or enhancing quality 
checks. Establishing clear processes for 
deploying and monitoring AI models will 
help ensure they operate reliably and 
consistently across your organization.

Embarking on the journey with GenAI is 
both exciting and challenging. By focusing 
on building a solid foundation in data and 
technology, and by aligning your people 
and processes, you can position your 
organization to fully harness the potential 
of AI. This isn't just about implementing new 
tools—it's about creating an ecosystem 
where technology enhances human 
expertise, leading to smarter, more efficient, 
and more sustainable manufacturing 
practices.

• Technology: Keeping up with the fast-
paced advancements in AI technology is 
essential. This means adopting the latest 
AI frameworks, leveraging cloud-based 
services, and exploring how AI can work in 
tandem with other emerging technologies 
like the Internet of Things (IoT) and edge 
computing. For instance, combining IoT 
sensors with AI models can enable real-
time monitoring and predictive analytics, 
making your operations more agile and 
efficient.
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