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为何生成式AI下一阶段将要求更高
算力？
世界正从单纯训练生成式AI（Gen AI）模型转向大规模应用。
许多人认为这意味着消费者边缘计算增加，而数据中心计算将
减少。但在2026年，这两者都不太可能发生。

人们普遍预计，到 2026年，生成式 AI计算将从目前主要依赖海量数据训练模型，转向利用这些模型来思考
并回答企业和消费者的问题、提示及任务，这一过程被称为“推理”（inference）。许多人推测，这种计算
工作负载（即“计算”）的转变意味着 AI生态系统将需要专门针对推理任务优化的芯片，而这些（或许成本
更低的）芯片可能会被部署在大型数据中心之外的边缘设备上。这甚至意味着我们未来可能需要更少、更
小，或至少是不同类型的计算中心，并减少相关支出。

德勤的看法略有不同：推理工作负载确实将成为 2026年的热点，占所有计算量的约三分之二（ 2023年为三
分之一， 2025年为一半）。 1 并且推理优化芯片的市场规模将在 2026年增长至超过 500亿美元。但德勤同
时预测，大部分计算仍将依赖于价值 2,000亿美元或更多的尖端、昂贵且高功耗的 AI芯片，这些芯片主要
部署在价值 4,000亿美元或更多的大型数据中心，或价值 500亿美元或更多的企业本地化解决方案中，而
这些解决方案使用的芯片和机架与数据中心相同，而非边缘设备上的芯片。这意味着我们可能仍需要当前
正在规划的所有数据中心和企业本地 AI工厂，以及这些数据中心所需的全部电力资源。

不断增长的 AI计算需求
尽管对新模型训练算力的需求增长可能已经放缓（很可能仍在增长，但增速低于 2023年和2024年）， 2AI

模型正通过训练后改进的先进技术持续演进。这些方法，加上海量的推理查询，很可能意味着计算需求将
持续增长而非减少。换句话说，尽管得益于摩尔定律，用于计算的芯片每年都在变得更加高效，但计算需
求的增长速度更快，预计到 2030年每年将增长 4至5倍。3

用于初始训练的计算需求增长正在
放缓 
2020年的一篇论文表明，模型规模越大、训练数据越多、采用越先进的 AI加速芯片，产出的结果就越好：
这构成了生成式 AI的首个扩展定律。 4到2022年和2023年，训练模型的参数量已从 10亿级增长至千亿
级，并进一步达到万亿规模。 5 



 

 

 

 

 

 

 

 

  

  

2024年，两个问题开始浮现：可用的训练数据并非无限，而不断增大的模型正呈现出收益递减的趋势：十
倍的训练数据可能仅能产生一个比前一版本略好一点的“最先进的” AI模型，甚至可能毫无提升。 6与此
同时，更小且更高效的 AI模型似乎有可能利用更少的数据、更短的时间、更少的资金和更少的芯片，开发
出真正达到顶尖水平的 AI模型。 7

如果训练规模的增长放缓， AI计算将越来越侧重于推理。让一个大语言模型对文档进行摘要（推理的一个
例子）所消耗的计算资源，仅相当于训练该模型所需资源的一小部分。然而，逻辑在于，随着数十亿消费者
和企业员工更频繁地发起此类请求，所有这些推理任务累积起来，将使整体计算工作负载从训练转向推
理。其中部分请求可以在消费者和企业设备（如智能手机和个人电脑）上处理，而正如德勤在 2024年预测
的那样， 2025年已有数亿台搭载了支持本地 AI加速芯片的个人电脑和智能手机售出。 8 此外，由于推理的计
算密集程度低于训练，数据中心内部或许可以采用专门针对推理优化的芯片。这类芯片成本更低，每次推
理所消耗的能量也少于用于大规模训练的高性能 AI芯片，并且可能不需要配备大量昂贵的共封装内存。 9

上述所有情况均发生在 2025年，并可能在 2026年持续。德勤 2025年的调查显示，无论是在美国还是全球
范围内，使用生成式 AI的消费者数量都在增加，且每日使用的人数也在上升。 10 诸如个人电脑和智能手机
等边缘设备越来越多地搭载了 AI加速器。许多针对推理任务优化的芯片（专用集成电路， ASIC）已被设计、
制造，并正在数据中心和部分边缘设备中部署。这些芯片包括但不限于来自 Meta、Google、Amazon、Int 

el、AMD、Qualcomm、Groq、SambaNova、Cerebras和Graphcore的产品，其中一些基于 Broadcom的
封装解决方案，由设计方提供处理核心。 11尽管这些不同芯片的销售数据并未公开，但德勤认为，这些芯
片在 2025年的总收入合计将超过 200亿美元，并在 2026年达到 500亿美元或以上。 12

既然如此，为何我们仍需在数据中心部署耗电量巨大、单价高达 3万美元甚至更高的芯片（到 2028年，此
类芯片总成本或将达到约 4,000亿美元）， 13而仅2026年数据中心的建设成本就预计高达 4,000亿美元，且
到同年，其年度潜在成本可能攀升至 1万亿美元？ 14 

AI模型的训练比过去更加复杂
第一个扩展定律的目的是生成“更好”的AI模型，而且在最初几年效果非常显著。这种最初的扩展形式过
去被称为训练，现在则称为“预训练”，用于生成基础模型。

事实证明，还有两种方法可以构建更优秀的模型：一种是后训练扩展，包括各种技术，如微调、剪枝、量
化、蒸馏、基于人类反馈以及越来越多地基于 AI反馈的强化学习，以及合成增强数据。 15另一种是测试时扩
展，也称为长时思考，即模型在被提问后，通过多种技术在推理过程中逐步进行思考，例如思维链提示、基
于多数投票的采样、搜索，甚至一些后训练技术。 16变得更加准确，拥有更多选择、更优质的来源以及更
少的错误信息。 17

新的高能耗 AI技术可能会超过能效提
升的速度
首先，训练后扩展和测试时扩展似乎已成为新的常态：目前大多数 AI公司都采用这些方法以多种方式提升 

AI模型的性能。 18 
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其次，这两者都非常消耗 AI算力。据估计，训练后阶段总体使用的计算量是训练原始基础模型的 30倍，而
长链推理所消耗的算力更是一次简单推理（例如让 AI总结一封邮件）的 100倍以上。 19

第三，由于这两种扩展技术被广泛使用且计算资源消耗大，这对 AI数据中心及其地理位置和电力需求、用
于AI数据中心的芯片（以及需要执行 AI的其他场所）、往年的 AI芯片、边缘设备等均产生了影响。

关于德勤预测2025年及以后AI数据中心所
需芯片的简要回顾
数据中心已经存在了几十年。事实上，全球有数千万平方英尺的数据中心，多年来每年都有价值
数百亿美元的半导体组件被售出，用于数据中心。20 但新的AI数据中心以及实现这些数据中心的
新半导体，往往与昨日的数据中心和半导体截然不同，简直是天壤之别。

下一代AI数据中心的建设成本可能每年高达数千亿美元，并消耗数百吉瓦的电力。在大多数此类
数据中心中，冷却方式可能与以往几代数据中心不同，电源和电压可能不同，内部通信技术也可
能不同，甚至地板可能需要更厚，以支撑密度更高、重量更大的服务器机架。或许最重要的是，
新型AI服务器机架不再采用以CPU为中心、内存就近配置的服务器架构，而是主要由一种名为图
形处理单元（GPU）的专用芯片构成。21 这些组件通常配备专用的高带宽内存（HBM），并与 

GPU紧密集成，同时还配有专门的CPU来协调庞大的AI计算工作负载。许多组件都是针对新一代 

AI数据中心的独特需求和规模而设计的。22

直到2006年，高端GPU仍被认为仅适用于游戏电脑和游戏主机，而非数据中心。23 大多数数据中
心的任务由CPU即可很好地完成，因为CPU主要是串行处理器，任务按顺序执行。一些高性能计
算机，即“超级计算机”，则配备了称为“大规模并行处理器”的特殊芯片，能够同时执行数百
个任务。然而，这些芯片的成本通常是游戏用GPU或数据中心CPU的数十倍甚至数百倍。 

2009年，科学家们注意到游戏用的GPU同样是并行处理器，于是尝试在高端GPU上运行机器学
习模型，这些GPU与游戏电脑中使用的完全相同。24 它们运行良好，几年之内，经过特别优化的 

GPU（与游戏版本略有不同）开始被用于一些数据中心和部分本地设备上，以执行机器学习AI任
务。25 但直到2018年，该市场的规模每年仍仅为数十亿美元级别。26 

2022年，生成式AI的大语言模型（LLMs）的发展需要更加专业化的GPU，而且通常要求将这些 

GPU与一种相对较新且专用的内存（HBM）集成在同一个先进的封装中。27 这些GPU+HBM组件
还需要一个设备来协调和管理数据流。经过优化的专用CPU（虽然核心架构相似，但不同于计算
机、智能手机或数据中心中的CPU）也是生成式AI数据中心的重要组成部分，此外还有多个其他
可能同样关键的组件。到2025年，全球几乎所有的Top 500超级计算机都采用了类似的GPU、专
用内存和CPU组合。28 从某种意义上说，正在建设的超大规模AI数据中心可以被描述为一种专用
超级计算机的版本。
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小结：更多的算力需求可能对AI生态
系统产生影响
企业和高管应当为未来计算需求持续增长做好准备――特别是在大型数据中心和企业AI工厂领域，这种
增长部分源于训练后阶段及测试阶段的扩展需求。尽管面向推理优化的芯片和边缘处理将实现增长，但
对超大规模数据中心和企业级AI专用设备的投资仍不可或缺。值得注意的是，"针对推理优化"并不等同
于低功耗：近期某款专为推理预填充计算优化的产品通过采用GDDR7显存替代HBM显存，但其单机柜
功率需求高达370千瓦，达到同厂商训练版本产品功率密度的近三倍！29 

AI数据中心：预计到2026年，全球AI数据中心的资本支出将达到4,000亿至4,500亿美元。 30 其中超过
一半的支出用于设备内部的芯片（2,500亿至3,000亿美元）， 31其余部分则包括土地、建设、电力和许
可等所有其他费用。此外，预计到2028年，AI数据中心的资本支出将上升至1万亿美元。 32当年AI芯片
市场规模超过4,000亿美元。 33 尽管预训练阶段的增长正在放缓，且计算资源正转向推理阶段，但训练
后扩展、测试时扩展以及使用量增加所带来的计算需求表明，全球可能仍需要大量数据中心，从2025

年约3,000亿至4,000亿美元增长到2028年约1万亿美元的规模，这一趋势是基本合理的。 

AI数据中心的位置：预训练一个拥有100万亿参数的大语言模型可能需要数周时间，且对微小的中断极
为敏感：关键组件的故障或处理器之间过高的延迟交接，都可能导致所有工作成果的丢失，而不得不重
新开始。大多数基础模型的预训练通常集中在同一栋建筑或园区内进行，所有服务器和机架都位于同一
地点。然而，越来越多的AI计算任务现在可以在美国不同地区的数据中心，甚至在全球范围内的多个数
据中心之间协同完成。 34 此外，数据中心的规模可能从吉瓦级到较小规模的推理数据中心不等，这些数
据中心可用于部署完全训练好的模型，且通常更靠近城市区域，以帮助降低延迟。这有助于形成不断增
长的需求。主权AI解决方案（每个国家或地区都拥有位于国内甚至本地运营的AI计算能力），以及作为
混合云一部分的企业本地边缘解决方案。35 

AI数据中心的电力需求：总体而言，进行三种扩展方式的更多AI数据中心仍将需要大量电力。但与需要
一次性完成训练过程的预训练相比，后训练和推理时的扩展在一定程度上相对“可中断”。这使得AI公
司能够参与需求响应计划，通过将任务转移到其他数据中心位置或降低处理器时钟频率，在用电高峰期
减少电力需求。 36据估计，提高此类负荷的灵活性，可使大型新建数据中心有助于维持电网的可靠性和
经济性。37 

AI的训练和推理可以分布式进行，这意味着数据中心无需集中在一个州或一个国家，而是可以更均匀地
分布在全球各地，从而分散电力需求。 

AI数据中心中的芯片：有些人可能将AI芯片市场视为零和博弈。这种观点通常表现为"虽然我在预训练
基础模型时不得不花费数万美元购置搭载HBM的先进GPU，但随着计算重心向推理转移，或许可以采
用更廉价、专为推理优化且减少HBM配置的芯片？

芯片市场似乎将不再是“非此即彼”，而是走向“两者兼有”。仅用于推理或针对推理优化的芯片很可
能会迎来显著增长；但与此同时，通常最适合基础模型预训练、后训练以及测试时扩展（计算需求包含
训练与推理的混合）的芯片，仍将是那些配备高带宽内存（HBM）、每块售价数万美元、性能强大且
耗电量高的GPU。对于采购这些芯片的用户而言，到2026年它们的价格可能更加昂贵，预计先进制程
晶圆的成本将上涨50%。38 
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面向智能手机和PC等消费类或企业级设备的边缘AI：如前所述，数以亿计的智能手机和个人电脑正在
出货并被购买，这些设备均配备了NPU： 39专用于处理AI推理任务的专用芯片或CPU芯片的部分模块
（NPU部分价值几美元至几十美元），在功耗合理的情况下进行了优化。

然而，目前NPU的性能仅足以支持前文讨论的单次推理任务（如“总结这封邮件”等）。因此，德勤预
测，2026年几乎所有的AI计算仍将主要在大型AI数据中心，或由企业拥有的相对昂贵的高端AI服务器上
完成，而非在个人电脑和智能手机上进行。至少在当前所处的高速增长、抢占市场的阶段，成本优化的
混合架构似乎并非供应商或企业的优先考虑事项。此外，诸如测试时扩展（test-time scaling）等技术
对于绝大多数消费者应用场景，甚至大多数企业级设备端应用场景而言，都可能显得过于冗余。未来某
一天，计算机和智能手机或许会发挥更重要的作用，但在2026年之前这不太可能发生。

最近，一家AI公司推出了一款具备推理能力的生成式AI模型，可在个人电脑上本地运行。目前尚不清楚
该模型的实际效果如何，对电池续航会产生何种影响，或有多少个人电脑用户更倾向于在本地而非通过
云端使用AI功能。40

边缘AI与企业本地化解决方案的应用：那些通常被部署于全球大型AI数据中心的高性能、高功耗GPU，
搭配HBM和协同工作的CPU模组，如今也可供希望采用本地化、混合式、更具韧性的生成式AI计算架构
的企业使用，尤其适用于训练后的应用场景。出于对成本、知识产权归属、数据主权、系统韧性和定制
化需求的考虑，企业可以花费约30至50万美元购置一台配备约八块GPU（以及HBM和CPU）的设备，
以实现特定规模的AI训练与推理任务。41 或者，他们可以花费300万至500万美元购买一个配备多达72

个最先进GPU（以及HBM和CPU）的机架，其性能更强大。42 或者，他们甚至可以花费数千万美元购
买多个机架，以实现更强大的功能。 43 德勤预测，到2026年，这一本地混合企业市场规模将超过500亿
美元。

用于机器人、无人机和自动驾驶汽车的边缘AI：到2026年规模仍然相对较小，但存在多种需要实时、
本地设备推理的应用场景。这些场景涵盖从无人机、机器人到自动驾驶汽车等多个领域。目前所使用的
芯片种类繁多：大多数无人机配备的是相对基础且低功耗的AI推理芯片。 44 而大多数自动驾驶汽车使用
的GPU芯片解决方案，其性能仅略低于数据中心所采用的芯片。 45 这个非AI工厂市场的规模可能仍然相
对较小（2026年不足50亿美元） 46 但可能成为要大得多，尤其是如果机器人市场腾飞，这种情况可能
会发生，但很可能是在2030年之后。47

值得注意的是，我们仍处于AI发展的初期阶段。截至2025年夏季，对AI算力的需求（从而对更多数据
中心、企业本地解决方案以及更高性能AI芯片的需求，无论是用于预训练、后训练、测试时扩展还是推
理）增长十分迅猛，即便人们持续努力提升算法效率，这一趋势仍未减缓。 48 在某个阶段，新的技术可
能会取得突破，更先进的AI模型将能够在成本更低的芯片上良好运行，从而减少对数据中心的需求并降
低功耗。但这不会发生在2026年。
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中国AI算力市场前瞻
中国AI算力不断扩容
中国十五五规划，统筹布局全国一体化算力网络，建设国家级AI算力中心，推动算力资源普惠化，降低
社会算力总成本。推动中国AI算力的不断扩容。同时中国工业和信息化部于2025年5月印发《算力互联
互通行动计划》，旨在加快构建算力互联互通体系，实现不同主体、不同架构的公共算力资源标准化互
联，提高公共算力资源使用效率和服务水平，促进算力高质量发展。 

AI算力互通互联不断增强提效
到2026年，中国将建立较为完备的算力互联互通标准、标识和规则体系。在设施互联层面，将规模部
署新型高性能传输协议，以提升算力节点间的网络性能；在资源互用层面，建成国家、区域及行业级算
力互联互通平台，统一公共算力资源标识，实现全国主要算力服务商资源的接入与汇聚；在业务互通层
面，推动计算、存储、网络等业务的协同调度，实现跨主体、跨架构、跨地域的算力智能供给；在应用
创新层面，开展算力互联网试验网试点，探索普惠化的算力服务模式。这一系列举措旨在打通算力资源
流动的关键环节，最终构建形成全国一体化调度、高效集约利用的算力互联网，为产业数字化升级提供
坚实、普惠的算力底座。

国产芯片追赶，与国际巨头差距不断缩小
在外部环境制约和国家战略推动下，国产AI芯片正在加速崛起。以华为昇腾、寒武纪、阿里巴巴含光等
为代表的本土力量正不断缩小与国际巨头的差距。未来随着国产芯片在推理赛道的进一步渗透、超节
点/集群技术的规模化部署以及产业链闭环生态的完善，有望在更多细分市场实现追赶甚至领先。

国产化替代不断加快
全国多个智算中心项目中，国产化率大幅提升，中国移动呼和浩特智算中心AI芯片国产化率超85%，成
渝（成都）天府数据中心国产芯片占比不低于60%，浙江东阳人工智能算力中心更是明确了70%的国产
化目标。在AI算力中，国产化替代正不断加速。
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