
AI in chip design: Semiconductor 
companies are using AI to 
design better chips faster, 
cheaper, and more efficiently   
Recent advances in machine learning are allowing chip companies 
to solve one of the biggest design problems ever: How do 
you arrange 100 billion transistors on one square inch?
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ARTIFICIAL INTELLIGENCE (AI) is fast 
becoming a powerful aid to human chip 
engineers in the extremely complex task of 

semiconductor design. Deloitte Global predicts that 
the world’s leading semiconductor companies will 
spend US$300 million on internal and third-party 
AI tools for designing chips in 2023,1 and that 
number will grow by 20% annually for the next 
four years to surpass US$500 million in 2026.2 
That’s not a lot of money in the context of 2023’s 

anticipated US$660 billion global semiconductor 
market,3 but it’s significant for the outsized return 
on investment. AI design tools are enabling 
chipmakers to push the boundaries of Moore’s law, 
save time and money, alleviate the talent shortage, 
and even drag older chip designs into the modern 
era. At the same time, these tools can increase 
supply chain security and help mitigate the next 
chip shortage. Put another way, although a single-
seat license for the AI software tools required to 
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design a chip may cost mere tens of thousands of 
dollars, the chips designed by such tools could be 
worth billions.

Time is money: Advanced 
AI exponentially speeds 
up chip design
For decades, electronic design automation (EDA) 
vendors have made tools for chip design—in a 
US$10 billion-plus industry in 2022, growing at 
about 8% annually.4 EDA tools typically use rule-
based systems and physics simulation to help 
human engineers design and validate chips. Some 
have even incorporated rudimentary AI. In the past 
year, however, the largest EDA companies have 
started selling advanced AI-powered tools,5 while 
chipmakers and tech companies have developed 
homegrown AI design tools of their own. These 
advanced tools are not just experiments. They are 
being used in the real world across many chip 
designs likely worth billions of dollars annually. 
Though they won’t replace human designers, their 
complementary strengths in speed and cost-
effectiveness give chipmakers much stronger 
design capabilities.

Chip design and fabrication are highly complex—
and advanced AI can help in three main ways:

Making new and better chips: Chips below the 
10 nm process node are found in smartphones, 
computers, and data centers. They are the fastest-
growing part of the chip market,6 and by far the 
most profitable. However, at more than US$500 
million per new design, they’re also the costliest to 
make.7 Advanced AI tools can design these chips 
faster than older methods, reducing costs.

Making old chips better: Two-thirds of all chips 
sold in 2022 were at the 65 nm process node or 
larger, a decades-old technology.8 Taking those old 
chip designs and moving them to more advanced 
nodes (a “shrink”) makes them physically smaller 
and more power-efficient, and it doesn’t rely on 
obsolete fabrication equipment. Advanced AI tools 
allow chipmakers to effect these shrinks faster 
and cheaper.

Plugging the chip talent gap: About 2 million 
people work for the chip industry globally in 2022, 
but with the ongoing drive for chip self-sufficiency 
in the United States, European Union, and China, 
the sector needs to find a million more workers by 
2030.9 Advanced AI tools will become increasingly 
important as a way of bridging the talent gap.

Chips go through three main design phases: system-
level design, register transfer-level design (RTL), 
and finally physical circuit design. It is in this last 
phase where advanced AI tools can really shine.

Sources: WSTS; Global Markets Insights; and Deloitte Global.
Deloitte Insights | deloitte.com/insights

FIGURE 1

Growth in advanced AI tools for chip design is expected to be more than 
double that of EDA tools and more than triple the growth rate of chip sales
Five-year CAGR for chips, EDA tools, and advanced AI design tools (2023−2028)
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Chip design optimizes three variables—power, 
performance, and area (PPA)—to produce a chip 
that minimizes electricity use, maximizes 
processing speed, and is as small as possible. 
Optimizing PPA with conventional tools is slow 
and labor-intensive: Design iterations can take 
weeks, and the iterations often improve PPA only 
slightly. It can take years to design a chip; 
implement the design in physical form; and 
evaluate, test, and simulate both the design 
and implementation.

Chips have billions of transistors, represented by 
modular blocks—which contain elements such as 
memory subsystems, compute units, control logic 
systems, and power sources—and standard cells. 
In highly complex chips, these modular blocks are 
connected by up to 50 kilometers of wires. When 
blocks aren’t optimally arranged, it takes more 
wiring and space to connect blocks. Unintended 
electric charges between components—which are 
called parasitics—can impede performance and 
sap power.

Advanced AI tools can test human designs by 
finding placement errors that increase power 
consumption, impede performance, or use space 
inefficiently; suggesting improvements; and then 
simulating and testing those. These tools learn 
from prior iterations to improve PPA until it 
reaches its limit. But what’s truly revolutionary 
is that advanced AI can do this autonomously, 
generating better PPAs than human designers 
using traditional EDA tools—and sometimes do 
it in hours with a single design engineer 
compared to weeks or months with an 
engineering team.

These advanced AI capabilities fall almost entirely 
into two categories: graph neural networks 
(GNNs) and reinforcement learning (RL). GNNs 
are a type of machine learning algorithm 
specialized for analyzing graphs—data structures 
that contain “nodes,” which can be any object, and 

“edges,” which define the relationship between 
nodes.10 Traditional deep learning neural 
networks struggle with graphs,11 but GNNs extract 
information from graphs, make useful predictions 
about their connections, and rearrange nodes 
while preserving the key relationships.12 Because 
chip structure is essentially graph-like—macro 
blocks and standard cells are node-like and the 
wires connecting them are edge-like—GNNs are 
ideal for analyzing and optimizing chips.

RL turns physical chip design into a graph 
optimization “game.” It’s the same technology 
Google used to defeat the human champion in the 
strategy board game Go, which is even more 
complicated than chess and was thought to be 
beyond AI’s abilities. Physical chip design is 
exponentially more complex still (figure 2), but RL 
tackles it in the same way. It trains on thousands of 

“games”—chip floor plans, which simulate chip 
designs to find the best PPA arrangements. The 
AI-generated floor plans are reinforced by a mix of 
rewards from the human designers for designs that 
optimize PPA, such as those that reduce wire 
length, congestion, density, power consumption, 
and area,13 and punishments for suboptimal 
designs. These reinforcements improve the RL 
system over time, teaching it to generate better 
designs autonomously.14
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Source: Adapted from Synopsys, "What is Design Space Optimization?," July 21, 2020.
Deloitte Insights | deloitte.com/insights

FIGURE 2

If you thought seeing AI beat a human at chess and Go was impressive, 
wait until you see it design a chip
Chip designs have exponentially more possible configurations than either chess or Go
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The combination of GNNs and RLs is delivering 
PPAs whose performance equals or exceeds those 
produced by experienced designers, using fewer 
human engineers and in far less time. Some recent 
real-world results:

• MIT’s AI tool developed circuit designs that 
were 2.3 times more energy-efficient than 
human-designed circuits.15 

• MediaTek used AI tools to trim a key processor 
component’s size by 5% and reduce power 
consumption by 6%.16  

• Cadence improved a 5 nm mobile chip’s 
performance by 14% and reduced its power 
consumption by 3%, using AI plus a single 
engineer for 10 days instead of 10 engineers for 
several months.17 

• Alphabet consistently produces chip floor plans 
that exceed experienced human designers in 
PPA metrics in six hours instead of weeks 
and months.18  

• NVIDIA used its RL tool to design circuits 25% 
smaller than those designed by humans using 
today’s EDA tools, with similar performance.19 

THE BOTTOM LINE
Major chipmakers and designers are using the latest AI to design chips today, even at advanced 
nodes. In fact, some chips are getting so complex that advanced AI may soon be required. For 
instance, the largest chip design from Synopsys contains more than 1.2 trillion transistors and 
400,000 AI-optimized cores.20  

Advanced AI is also becoming available through cloud-based EDA services, expanding the 
addressable market. Once on the cloud, it is available to smaller companies with less technical skill 
and compute power, not just experts and market leaders.21 

The biggest semi companies could even use advanced AI to develop new services to monetize. 
By expanding their GNN and RL capabilities, these companies could not only generate their own 
designs but also offer design and co-design services to their top customers, including co-developing 
vertical-specific chips.

AI can be useful to the chip industry for more than just designing chips. For example, it can be used 
to improve fault detection by visual inspection of wafers by almost nine times.22 It can also allow 
chip companies to address supply chain challenges such as managing a network of outsourced 
semiconductor assembly and test providers.23

For a few years, there have been chips designed for AI; now, there are chips designed by AI. What 
comes next? AI will likely start co-designing both the hardware and the software that powers AI 
itself—creating an innovation flywheel that might power the 21st century.
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