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Abstract
Large Language Models (LLMs) have shown impressive performance across a variety of Artificial
Intelligence (AI) and natural language processing tasks, such as content creation, report generation, etc.
However, unregulated malign application of these models can create undesirable consequences such
as generation of fake news, plagiarism, etc. As a result, accurate detection of AI-generated language
can be crucial in responsible usage of LLMs. In this work, we explore 1) whether a certain body of text
is AI generated or written by human, and 2) attribution of a specific language model in generating a
body of text. Texts in both English and Spanish are considered. The datasets used in this study are
provided as part of the Automated Text Identification (AuTexTification) shared task. For each of the
research objectives stated above, we propose an ensemble neural model that generates probabilities from
different pre-trained LLMs which are used as features to a Traditional Machine Learning (TML) classifier
following it. For the first task of distinguishing between AI and human generated text, our model ranked
in fifth and thirteenth place (with macro 𝐹1 scores of 0.733 and 0.649) for English and Spanish texts,
respectively. For the second task on model attribution, our model ranked in first place with macro 𝐹1
scores of 0.625 and 0.653 for English and Spanish texts, respectively.
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1. Introduction

Rapid advances in the capabilities of LLMs, and their ease of use in generating sophisticated
and coherent content is leading to the production of AI-generated content at scale. Some of the
applications of LLMs are in AI-assisted writing [1], medical question answering [2, 3] and a
wide range of tasks in the financial services industry [4] and legal domain [5]. Foundational
models such as OpenAI’s GPT-3 [6], Meta’s OPT [7], and Big Science’s BLOOM [8] can generate
such sophisticated content with basic text prompts that it is often challenging to manually
discern between human and AI-generated text. While these models demonstrate the ability to
understand the context and generate coherent human-like responses, they do not have a true
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understanding of what they are producing [9, 10]. This could potentially lead to adverse conse-
quences when used in downstream applications. For example, consider an application of a LLM
used for summarizing a medicinal drug data-sheet that inadvertently produces wrong dosage
information. Generating plausible but false content (referred to as hallucination [11, 12]), may
inadvertently help propagate misinformation, false narratives, fake news, and spam. Given the
pace of LLM adoption by the general public, and the rate of dissemination of information across
the globe, widespread misinformation propagation is an imminent risk that both individuals
and organizations will have to deal with in the near future [13, 14]. An understanding of the
source of the authored content – whether by an AI system or a human – would allow one to
appropriately use the content in downstream applications with suitable oversight. In the case
of AI-generated content, the knowledge of the source LLM would allow one to watch out for
potential known biases and limitations associated with that model. Given the risks associated
with unchecked and unregulated adoption of generative AI models, it is imperative to develop
approaches to detect AI-generated content, and identify the source of the AI-generated content.

Motivated by these challenges, automatic detection of AI-generated text has become an active
area of research. Recent work such as DetectGPT [15] generates minor perturbations of a
passage using a generic pre-trained Text-to-Text Transfer Transformer (T5) model, and then
compares the log probability of the original sample with each perturbed sample to determine
if it is AI generated. Another approach [16] developed a model for a generative multi-class
AI detection challenge involving Russian language text using Decoding- enhanced BERT with
disentangled attention (DeBERTa) as a pre-trained language model for classification and an
ensemble approach is proposed by [17] for binary classification. Mitrovic et al. [18] developed a
fine-tuned transformer-based approach to distinguish between human and ChatGTP generated
text, with addition of SHapely Additive exPlanations (SHAP) values for model explainability.
Statistical detection methods have also been applied for detection of generative AI text, such as
the Giant Language model Test Room (GLTR) approach developed by researchers [19]. Research
involving repeated higher-order n-grams found that they occur more often in AI generated
text as compared to human generated text [20]. Using an ensemble of classifiers, higher-order
n-grams can be used to help distinguish between human and AI generated text.

To boost this area of research further, the Automated Text Identification (AuTexTification)
[21] shared task, part of IberLEF 2023 [22], put forth two tasks, each covering both English
and Spanish language texts: 1. Human or generated: determine whether a given input text has
been automatically generated or not – a binary classification task with two classes ‘human’ or
‘AI’ 2. Model attribution: for automatically generated text, determine which one of six different
text generation AI models was the source – a multi-class classification task with six classes,
where each class represents a text generation model. For each of these tasks, we propose an
ensemble classifier, where the probabilities generated from various state-of-the-art LLMs are
used as input feature vectors to TML models to produce final predictions. Our experiments
show multiple instances of the proposed framework outperforming several baselines using
established evaluation metrics.



2. Dataset

The data for all the subtasks and languages, is provided by the AuTexTification shared task
organizers [21]. For Task 1, Human or generated, the data consists of texts from five domains.
During the training phase of the shared task the domains are not disclosed to the participants.
For Task 1, for both English and Spanish, data from three domains is provided as training data,
and data from two new domains is provided in the test set. For Task 2, Model attribution, also
the data comes from five different domains, but the same domains are in train and test splits.
This data is evenly distributed into six class (A, B, C, D, E, and F), where each class represents a
text generation model. An interesting point to note here is that the six text generation models
are of increasing number of neural parameters, ranging from 2B to 175B. The motivation here
is to emulate realistic AI text detection approaches which should be versatile enough to detect
a diverse set of text generation models and writing styles. More details about the data can be
found in the AuTextification overview paper [21].

3. Proposed Ensemble Approach

In this section, we describe our approaches for detection and classification of generative AI text.

3.1. Models

We explored various state-of-the-art large language models [23] such as Bidirectional Encoder
Representations from Transformers (BERT), DeBERTa, Robustly optimized BERT approach
(RoBERTa), and cross-lingual language model RoBERTa (XLM-RoBERTa) along with their
variants. Since the datasets are different for each task and language, and the same set of
the models will not fit across them, we fine-tuned different models for different subtasks
and languages and pick the best models based on validation data. Table 1 lists the different
models that we explored for the different subtasks: Task 1 in English (Binary-English), Task
1 in Spanish (Binary-Spanish), Task 2 in English (Multiclass-English) and Task 2 in Spanish
(Multiclass-Spanish). We also explored different TML models such as Linear SVC [24], Error-
Correcting Output Codes (ECOC) [25], OneVsRest [26] and Voting classifier which includes
Logistic Regression (LR), Random Forest (RF), Gaussian Naive Bayes (NB), Support Vector
machines (SVC) [27] in our approach and the best model for each subtask is shown in results
section.

3.2. Proposed Ensemble Approach

Each input text is passed through variants of the pre-trained large language models such as
DeBERTa (D), XLM-RoBERTa (X), RoBERTa (R), BERT (B), etc. During the model training phase,
these models are fine-tuned on the training data. For inference and testing, each of these models
can independently generate classification probabilities (P), namely 𝑃𝐷 , 𝑃𝑋 , 𝑃𝑅, 𝑃𝐵 , etc. These
probabilities are concatenated (𝑃𝐶 ) or averaged (𝑃𝐴), and the output is passed as a feature
vector to train TML models to produce final predictions.



Table 1
Models explored for different tasks

Task Large language models
Binary-
English

deberta-large [28], xlm-r-100langs-bert-base-nli-stsb-mean-tokens [29],
roberta-base-openai-detector [30], xlm-roberta-large-xnli-anli, roberta-large

Binary-
Spanish

bertin-roberta-base-spanish [31], MarIA [32], sentence_similarity_spanish_es,
xlm-roberta-large-xnli-anli, xlm-roberta-large-finetuned-conll02-spanish [33]

Multiclass-
English

xlm-roberta-large-finetuned-conll03-english, scibert_scivocab_cased [34],
deberta-base, roberta-large [35], longformer-base-4096 [36], bert-large-
uncased-whole-word-masking-finetuned-squad [37]

Multiclass-
Spanish

xlm-roberta-large-finetuned-conll03-english, MarIA, sen-
tence_similarity_spanish_es, bert-base-multilingual-cased-finetuned-
conll03-spanish, roberta-large

4. Experiments

This section provides the experimental evaluation of the proposed methods. For both the tasks
we report results on accuracy (𝐴𝑐𝑐), macro F1 score (𝐹𝑚𝑎𝑐𝑟𝑜), precision (𝑃𝑟𝑒𝑐) and recall (𝑅𝑒𝑐).

4.1. Implementation Details

We set aside 20% from the training data for validation. For the testing phase, the validation set is
merged with the training set. All the results are reported on testing data. The hyper-parameters
are used for model fine-tuning are shown in Table 2.

Table 2
Hyper-parameters for all the subtasks

Parameter value
Batch size 128

Learning rate 0.00003
Maximum sequence length 128

Epochs 10 for task1 and 20 for task2

4.2. Results

For each task and language, we submitted three runs to the leaderboard (team name Drocks).
These runs correspond to the most promising approaches on the validation data. In this paper,
we show only the top run results for each of the tasks. The complete leaderboard is available
at https://sites.google.com/view/autextification/results [21]. The results on test data for Binary-
English and Binary-Spanish are shown in Tables 3 and 4, respectively. With the concatenated



Table 3
Results for the Binary-English task

Model 𝐴𝑐𝑐 𝐹𝑚𝑎𝑐𝑟𝑜 𝑃𝑟𝑒𝑐 𝑅𝑒𝑐

deberta-large 0.620 0.546 0.783 0.610
xlm-r-100langs-bert-base-nli-stsb-mean-tokens 0.647 0.592 0.782 0.639
roberta-base-openai-detector 0.679 0.636 0.805 0.671
xlm-roberta-large-xnli-anli 0.618 0.543 0.782 0.608
roberta-large 0.623 0.551 0.784 0.613
Ensemble with Voting classifier (𝑃𝐶 as a input feature ) 0.751 0.733 0.826 0.745

Table 4
Results for the Binary-Spanish task

Model 𝐴𝑐𝑐 𝐹𝑚𝑎𝑐𝑟𝑜 𝑃𝑟𝑒𝑐 𝑅𝑒𝑐

bertin-roberta-base-spanish 0.698 0.633 0.798 0.661
MarIA 0.690 0.629 0.791 0.652
sentence_similarity_spanish_es 0.651 0.560 0.786 0.607
xlm-roberta-large-xnli-anli 0.633 0.526 0.788 0.587
xlm-roberta-large-finetuned-conll02-spanish 0.637 0.533 0.787 0.591
Ensemble with OneVsRest classifier (𝑃𝐶 as a input feature ) 0.704 0.649 0.805 0.667

Table 5
Results for the Multi-English task

Model 𝐴𝑐𝑐 𝐹𝑚𝑎𝑐𝑟𝑜 𝑃𝑟𝑒𝑐 𝑅𝑒𝑐

xlm-roberta-large-finetuned-conll03-english 0.598 0.593 0.618 0.594
scibert_scivocab_cased 0.578 0.576 0.590 0.575
deberta-base 0.564 0.558 0.602 0.558
roberta-large 0.581 0.568 0.611 0.574
longformer-base-4096 0.586 0.582 0.600 0.582
bert-large-uncased-whole-word-masking-finetuned-squad 0.581 0.581 0.597 0.579
Ensemble with ECOC classifier (𝑃𝐶 as a input feature ) 0.624 0.625 0.649 0.621

feature vector (𝑃𝐶 ) as an input, a voting classifier results in 𝐹𝑚𝑎𝑐𝑟𝑜 score of 73.3 on Binary-
English data, whereas a onevsrest classifier outperforms other methods with 𝐹𝑚𝑎𝑐𝑟𝑜 score of
64.9 on Binary-Spanish data.

Tables 5 and 6 show the results on test data for Multiclass-English and Multiclass-Spanish,
respectively. For the Multiclass-English data, an ECOC classifier on top of the concatenated
feature vector (𝑃𝐶 ) outperforms the other approaches with 𝐹𝑚𝑎𝑐𝑟𝑜 score of 62.5. On the other
hand, a linear SVC classifier with averaged feature vector (𝑃𝐴) as an input outperforms the



Table 6
Results for the Multi-Spanish task

Model 𝐴𝑐𝑐 𝐹𝑚𝑎𝑐𝑟𝑜 𝑃𝑟𝑒𝑐 𝑅𝑒𝑐

xlm-roberta-large-finetuned-conll03-english 0.632 0.629 0.661 0.628
MarIA 0.614 0.615 0.630 0.612
sentence_similarity_spanish_es 0.615 0.612 0.640 0.613
bert-base-multilingual-cased-finetuned-conll03-spanish 0.593 0.594 0.599 0.593
roberta-large 0.584 0.584 0.595 0.584
Ensemble with Linear SVC classifier (𝑃𝐴 as a input feature ) 0.653 0.654 0.679 0.650

other approaches with 𝐹𝑚𝑎𝑐𝑟𝑜 score of 65.4 for the Multiclass-Spanish data.

5. Conclusion

In this paper, we described our submission to the AuTexTification shared task which consists
of two tasks on the classification of generative AI content. In our experiments, we found that
our proposed ensemble LLM approach is a promising strategy, as our model ranked fifth with a
macro 𝐹1 score of 73.3% for English and thirteenth with 64.9% macro 𝐹1 score for Spanish in the
Human or generated binary classification task. For the Model attribution multiclass classification
task, our model ranked in the first place for both English and Spanish, with macro 𝐹1 scores
of 62.5% and 65.3%, respectively. While our approach shows promising results for the Model
attribution task, further exploration is needed to enhance and tune our models for Human or
generated binary classification task.
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